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Abstract: 
Air pollutants affect both human health and the environment. For this reason, 
environmental managers and urban planners focus their efforts in monitoring air 
pollution. In this context, complete information is required to support the decision-
making process to improve the quality of life in urban zones. Hence, it is important to 
extract knowledge not only on concentration levels but associations between air 
pollutants. Based on the Cross-industry standard process for data mining, this paper 
presents an approach which leads to identify correlations and incidence between the 
most harmful pollutants in the Andean Region: Ozone, Carbon monoxide, Sulfur 
dioxide, Nitrogen dioxide and, Particulate material. This paper describes an experiment 
using a real dataset from a monitoring station in Cuenca, Ecuador located in the Andean 
region.  The results show that the proposed approach is effective to extract knowledge 
useful to support the evaluation of air quality in urban zones. In addition, this approach 
provides a starting point for future data mining applications for the analysis of air 
pollution in the context of the Andean region. 
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Resumen: 
La contaminación atmosférica afecta tanto a la salud humana como al medio ambiente. 
Por esta razón, gestores ambientales y urbanos centran sus esfuerzos en el monitoreo 
de contaminantes del aire. En ese contexto, es necesaria información completa de 
apoyo al proceso de toma de decisión a fin de mejorar la calidad de vida en zonas 
urbanas. Por lo tanto, es importante obtener conocimiento tanto de niveles de 
concentración de los contaminantes como de asociaciones entre estos. Basado en el 
proceso estándar Cross-industry para minería de datos, el presente artículo presenta 
un enfoque que lleva a identificar correlaciones e incidencias entre los contaminantes 
más nocivos en la Región Andina: Ozono, Monóxido de carbono, Dióxido de azufre, 
Dióxido de nitrógeno y Material Particulado. El presente artículo también describe un 
experimento usando un conjunto de datos de la estación de monitoreo de la ciudad de 
Cuenca, Ecuador ubicada en la Región Andina. Los resultados muestran que el 
enfoque propuesto es efectivo para extraer conocimiento útil de apoyo a la evaluación 
de la calidad del aire en zonas urbanas. Además, este trabajo proporciona un punto de 
partida para futuras aplicaciones de minería de datos en el contexto de contaminación 
atmosférica en la Región Andina. 

 
Palabras clave: contaminación atmosférica, conocimiento, minería de datos, 
correlaciones. 
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1. Introduction 
 
In recent years, different air pollution events have called the attention of experts both 

in academic and government (Li, Fan, and Mao, 2016). According to Kim, Choi, and Kim 
(2005) in mega-scale metropolitan cities, the ozone pollution, has often been treated as one 
of the most serious socio-economic issues due to the frequent warnings associated with 
ozone exceedance episodes. Air pollution is any substance which may harm humans, 
animals, vegetation or material (Kampa and Castanas, 2008). Air pollutant levels even 
below standard concentrations are known to affect human health, with increases in 
respiratory symptoms, chronic cough, bronchitis and chest illness, also deterioration in 
pulmonary function (Fukuda, 2007). According to Katz (1970), a significant number of 
industrial activities contribute thousands of pollutants to the atmosphere. For that reason, 
environmental managers and urban planners seek monitoring and controlling levels of air 
pollution to make the decisions which allow mitigating health and the environmental risks.  

Air pollution is monitored by stations, which generate data about levels of 
concentration of air pollutants in a specific zone. Data that is essential to properly evaluate 
air quality. However, many of these pollutants react chemically or photo chemically to 
produce new reactants (Katz, 1970). Therefore, information about associations among air 
pollutants, it is of great importance to support such evaluation. In this context, Cagliero et 
al., (2016) claim that the combinations of pollutants that simultaneously exceed the critical 
level, in most cases are particularly interesting. 

Efficient air pollution evaluation requires well-grounded knowledge concerning 
emission sources, associations among air pollutants and their effect on air quality (Wagner, 
1994). For this reason, countries from the Andean region as Ecuador search to improve 
their process to the discovery of knowledge in their environmental context. Hence, there is 
a need for effective strategies to extract knowledge from these datasets. In this context, 
data mining is a useful and flexible tool for knowledge discovery in environmental systems 
(Fukuda, 2007). Thus, we raise the following problem: how to use data mining techniques 
to identify associations patterns among common air pollutants in the Andean region? To 
address this problem, we developed an approach for discovery of knowledge based on a 
Cross-industry Standard Process for Data Mining (CRISP-DM) (Wirth, 2000). Unlike related 
jobs (Cagliero et al., 2016; Doreswamy and Manjaunath, 2015; Kingsy et al., 2016), this 
approach by means of Time Rolling Correlations leads to identify behavioral patterns among 
five harmful air pollutants in the Andean region: Ozone (O3), Carbon monoxide (CO), Sulfur 
dioxide (SO2), Nitrogen dioxide (NO2) and, Particle material (PM2.5). Correlations among 
pollutant levels can vary over time and space. Therefore, users are commonly interested in 
monitoring their temporal and spatial evolution (Cagliero et al., 2016). 

This approach aims to support environmental managers to produce knowledge about 
air pollution. We claim that the proposed approach generates correlations that can assist 
environmental managers and urban planners in the decision-making process and 
consequently improve the life quality of citizens. We hypothesize that the application of data 
mining techniques helps identifying patterns of behavior among several air pollutants. To 
evaluate the implementation of the proposed approach, we use a real air pollutants dataset 
from Cuenca, Ecuador. This paper is organized as follows: in Section 2, we address the 
general background and related work. In Section 3, we detail the Data Mining approach. In 
Section 4, we describe the proposed approach experimentation. Finally, in Section 5 we 
present conclusions and future work. 

 
2. Background and related work 

 
According to Wirth (2000), data mining process needs a standard approach which helps 

to translate business problems in data mining tasks, suggest appropriate data 
transformations and data mining techniques and, provide significate information for 
evaluating the effectiveness of the results and documenting the experience. Cross-industry 
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standard process for data mining (CRISP-DM) is a model for carrying out data mining 
projects processes (Wirth, 2000). 

CRISP-DM is composed of six phases: business understanding, data understanding, 
data preparation, modeling, evaluation and, deployment. These phases have frequent 
dependence since they represent the life cycle of a data mining project (Wirth, 2000). 
Business understanding is focused on project objectives and requirements from a business 
perspective. Data understanding is focused on knowing the data and to discover first 
insights. Data preparation covers activities to construct the final dataset. Modeling is 
focused on select and applied modeling techniques. Some techniques require specific data 
formats. Therefore, there is a close link between Data Preparation and Modeling. Evaluation 
is focused in reviewing the steps executed to construct the model to be certain it properly 
achieves the business objectives. Deployment is focused on representing the knowledge 
gained in a way that the customer can use it (Wirth, 2000). This paper summarizes CRISP-
DM phases in four stages.  

In the modeling phase, there are several data mining techniques which can be applied 
according to the problem to solve. Algorithms oriented to the grouping of data, as well as, 
techniques for treatment and data analysis are addressed to follow. 

 
Grouping algorithms 

Data grouping algorithms divide a dataset into groups with some similarity. This paper is 
focused on the use of X-means and K-means grouping algorithms. X-means find the 
efficient cluster number among a maximum and minimum values. This algorithm uses the 
KD-Tree technique to improve the speed. X-means is composed of two steps:  Improve-
Params and Improve-Structure. The first step applies K-means to get k in convergence 
starting from k equal to the minimum value provided. The second step begins by dividing 
the center of each group into two branches in opposite directions along a random vector. If 
k> = k (max) the processing ends and reports the model with the best score (Kumar and 
Wasan, 2010). 

K-means takes a dataset X = {x1, x2, ..., xm} and divides it into k groups. This algorithm 
groups data points by average values using the Euclidean Distance obtaining C = {C1, C2, 
..., Ck}, so that, while less similarity there are among the classes, greater similarity there is 
among elements from a class (Zhang, Deng, and Li, 2017). 

Techniques for treatment and data analysis 

 Techniques for processing and data analysis allows us to work with data in different 
measurement units.  This paper is focused on the use of the correlation matrix technique, 
as well as, on the process "Select by weights" use. The correlation matrix is a symmetric 
matrix of n x n for n vectors. Each position (i, j) has a value between 1 and -1, such position 
is the value of the Pearson correlation (Gao, Tung, and Yang, 2017). The "Select by weights 
process" selects only those attributes from an input "ExampleSet" whose weights satisfy 
the specified criterion for the input weights. Input weights are provided through an input 
port. The criterion for selecting attributes by weight is determined by a weight relation 
parameter («Select by Weights - RapidMiner Documentation», s. f.). 

In the air pollution context, both algorithms and data mining techniques have been 
examined in the literature from three perspectives: pollutants predictions, infrastructure 
improvement, and correlation analysis. Du and Varde (2016, p. 2) use data mining 
algorithms for association, grouping and, classification to identify correlations among PM2.5 
pollution and traffic, in order to make predictions of PM2.5. Souza and Rabelo (2015) 
applied association rules to find correlations among air pollutants and respiratory problems. 
Shazan et al., (2017) use a spatial data mining technique to find associations between 
spatial features. Such research seeks to analyze whether the maternal exposure to air 
pollutants during pregnancy could be potentially associated with adverse birth outcomes 
(Shazan et al., 2017).  

The literature reflects the use of data mining in air pollution studies. However, research 
focused on data mining to analyze the correlation between several air pollutants as O3, CO, 
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SO2, NO2, and PM2.5 is scarce. Such analysis is essential to provide complete information 
to support the decision-making process of environmental managers and urban planners. 

3. Data mining approach to identify behavioral patterns among air pollutants 
 
Based on CRISP-DM, the approach proposed in this study is divided into four stages: 

contextualization, data preparation, modeling and, results. Figure 1, shows the proposed 
approach flowchart. 

 
Figure 1: Approach to identify behavioral patterns among air pollutants 

 

The stages are composed of procedures which lead to the identification of 
associations among air pollutants. Results are presented considering elements of 
temporality. The following sections present in detail every stage. 

 
Contextualization stage 
 

Generally, data is captured by time intervals in seconds or minutes, according to the 
sensor configuration, and stored in databases. However, cities have specific characteristics 
according to its localization, so that the monitoring of air pollutants can change from one 
country to another.  Consequently, this stage aims to promote a first contact with the data. 
In this paper, the proposed approach focuses on five air pollution elements: O3, CO, SO2, 
NO2 and, PM2.5.  

 
Data preparation stage 
 

The data preparation stage focuses on two procedures on a dataset to get a “valid” 
data input before the analysis process: data correction and data cleaning. The data 
correction procedure seeks to get real data values from location.  In the case of data 
correction, the literature suggests using the barometric pressure and the temperature of the 
locality to be analyzed. For that, generally, it is applied the formula in Equation 1 (Walden 
and Andrew, 2013). 
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Where: Cc: Corrected concentration, Co: Observed concentration, Plb: Pressure local 

barometric (millimeters per mercury), tC: Local temperature (degrees centigrade). The data 
cleaning procedure seeks to obtain a clean sample for the study. For that, this paper 
proposes to manage the data through the next steps. First, obtain a row for a time interval 
for all pollutants. Second, control the null values normally generated by problems in the 
calibration of the sensors, the process may result in: impute with learning algorithms, 
replace with means if the dataset has a normal distribution or delete null values if the null 
values subset is short. Third, obtain samples with all-time interval records, this step consists 
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of obtaining samples of days with complete records. We suggest filtering the days with the 
total of records greater than 99% due to the sensors could fail and do not record all times 
intervals on a day. 

 
Modeling stage 
 

The purpose of this stage is to create models to group techniques and algorithms for 
the data mining in air pollution context. Thus, we propose two models for data processing 
which are composed mainly of two algorithms: X-means and K-means. For the correct 
operation of these algorithms, the dataset requires only numeric values. Therefore, the data 
preparation process must be applied beforehand. 

The purpose of the model 1 is threefold: (a) to define the number of data grouping 
clusters, (b) to obtain all correlations datasets between pollutants, and (c) to identify the 
incidence between pollutants. To this end, we suggest defining the number of data grouping 
clusters using X-means algorithm, to structure a correlation matrix using the Pearson or 
Spearman correlation coefficient depending on data distribution, and define the incidence 
using "Select by Weights process”. Considering the procedures addressed in the data 
preparation stage, Figure 2 shows the process to follow in model 1. 

 
Figure 2: Data grouping cluster (X-means) and incidence between pollutants 

 

The data analysis is focused on the temporality; consequently, the data represented 
in ReadCSV must be converted to date type. Such conversion is denoted in Nominal2Date. 
Also, air pollutants measure units must be homogenized. Thus, all pollutants measure units 
must be converted into the same measurement unit or normalize by Z-Transformation or 
Range transformation. These conversions are reflected in MeasureUnits. According to the 
data loggers reflected in Table 1 CO is the only pollutant which needs to be converted. 

 
Table 1: Stored Pollutants 

Attribute Minimum Maximum Average SD 

O3 (ug/m3) 0.000 140.274 30.074 25.835 

CO  (mg/m3) 0.263 3.698 0.873 0.403 

NO2 (ug/m3) 0.000 94.818 18.098 15.067 

SO2 (ug/m3) 0.000 88.244 8.177 8.171 

PM2.5 (ug/m3) 0.000 72.000 14.836 13.181 

 

In order to achieve model 1 first goal, only pollutants columns must be selected in 
SelectByPollutants(1). Next, the X-means algorithm must be executed. That, it is 
represented in X-means.  
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To achieve the second goal in model 1, it is necessary to select the cluster with the 
greatest number of elements in BiggestCluster. Once again, only pollutants columns are 
selected in SelectedPollutants(2). Finally, the correlation matrix is developed in 
CorrelationMatrix. The correlation matrix values reflect the behavior between two pollutants 
(«Quick-R: Correlations», s. f.). There are some factors to consider for its interpretation. 
First, if the correlation value is less than 0, it indicates that the behavior of a pollutant is 
inversely proportional to another. This means that the highest values in a pollutant are the 
lowest values of another pollutant. This is also known as “negative correlation”. Second, if 
the correlation value is greater than 0, it indicates that the pollutants have a direct 
correlation. This means that the highest values in a pollutant are highest values in another 
pollutant. That, it is known as “positive correlation”. Finally, if the correlation value is 0, it 
indicates that there is no correlation between pollutants. This means that it is not possible 
to establish senses of covariation. 

In order to achieve the third goal of model 1, “Select by Weights process” is applied 
to the correlation matrix to identify the incidence between the pollutants represented in 
SelectbyWeights. It is important to consider that a pollutant with an incidence near to 1 may 
affect another pollutant with a lower value. 

 The second model purpose is to obtain the correlations between pollutants in time 
intervals. We suggest use “Time Rolling Correlations” also denominated “Time Moving 
Correlations”. In addition, we suggest showing the pollutants behavior using “Simple Moving 
Average (SMA)” technique to obtain a better data representation. For this, the k value 
returned by X-means algorithm in model 1 as “k” value is used as priori parameter to 
structure the clusters using the K-means algorithm. Next, data filter and Time Rolling 
Correlations techniques are applied to get the correlation matrix. Considering the 
procedures addressed in the model 1, Figure 3, shows the process to follow in model 2. 

 
Figure 3: Correlations between  pollutants  in  time  intervals (K-means) and data representation 

 

In order to apply the K-Means algorithm, only the pollutants columns must be selected 
represented in SelectedPollutants(1). Once applied K-means represented in K-means, data 
must be filtered by time intervals. It is represented in FilterByHours. On the other hand, in 
order to facilitate the data representation by time intervals, an identifier is assigned to the 
rows corresponding to every pollutants column. That, it is represented in SetRowID. After, 
in order to recover the hour filed, both SetRowID and FilterByHours are linked in Join. 
Subsequently, it is necessary to select the cluster with the greater elements number in 
BiggestCluster. Once more, only pollutants columns are selected in SelectedPollutants(2). 
Finally, in order to generate the correlation matrix between pollutants “Time Rolling 
Correlations” is applied. That is represented in CorrelationMatrix. Unlike the correlation 
matrix in model 1, model 2 presents result in Time Rolling Correlations. 

 
Results stage 
 

Once the models are applied, the knowledge gained needs to be organized and 
presented in a way that environmental managers or urban planners can use (Wirth, 2000). 
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Statistics plots are useful to reflect the impact of one pollutant on another and help in the 
identification of the pollutant of major importance. 

 
4. Experimentation 

 
To evaluate the approach proposed in this paper, an experiment using the data 

collected at the air pollutants monitoring station in Cuenca, Ecuador was conducted. This 
approach was evaluated by an expert in environmental management, and a statistical 
expert along with researchers. The aim of the experiment was to evaluate the veracity of 
the results obtained through this approach and, its utility for environmental management. 
This section describes in detail the application of the proposed approach, and the results 
obtained in the context of the city of Cuenca. 

 
Contextualizing the data analysis 
 

Cuenca city is located in the Andean alley of South America at 2500 meters above 
the sea level. Temperature in Cuenca is 14.7°C on average, which is classified as an 
oceanic climate (Cfb) in the Köppen and Geige weather map  («Clima CUENCA: 
Temperatura, Climograma y Tabla climática para CUENCA - Climate-Data.org», s. f.).  In 
the experimentation, a real dataset from Cuenca city was used. The air pollutant monitoring 
station from Cuenca records variables as O3, CO, SO2, NO2 and, PM2.5. Moreover, it 
reports variables of precipitation; radiation, direction and wind speed; temperature and 
humidity. Every second, the data is stored in a database registering 864.000 records every 
day. 
 
Preparing data stage 
 

According to the Data preparation stage detailed in Section III the data for the 
experimentation was prepared and consisted of an input dataset from a month range 
random of 215.436 records of 30 days from September 16 to October 15, 2017. The 
measurements were obtained every minute. The data was corrected through the formula 
detailed in the data preparation stage in Section III. Also, we seek a clean sample through 
SQL sentences. Table 2 shows the record number obtained after every step. Once the data 
preparation was finished, we obtained a dataset with 25.877 records of 17 days from 00:00 
am to 24:00 pm. Table 3 shows the initial statistics of this dataset. 

Table 2: Cleaning data 

Steps Input Output 

Transformation of rows to columns (pivot) 215.436 43.760 

Deletion of null values. 43.760 40.421 

Days with records mount greater than 99% 40.421 25.877 

Table 3: Summary of descriptive statistic for data used in study 

Attribute Minimum Maximum Average SD 

O3 (ug/m3) 0.000 140.274 30.074 25.835 

CO  (mg/m3) 263.327 3698.027 873.58 403.52 

NO2 (ug/m3) 0.000 94.818 18.098 15.067 

SO2 (ug/m3) 0.000 88.244 8.177 8.171 

PM2.5 (ug/m3) 0.000 72.000 14.836 13.181 
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Applying the model and results stages 

Based in the first model “Data grouping cluster and incidence between pollutants”, for 
the X-means algorithm was necessary to define the N max of range values to generate the 
clusters number p from a range 2 ≤ p(min) ≤ p ≤ p(max) ≤ N −1 [21]. To define N, we 
consulted an expert in air pollution. Thus, the values were defined as N=8 and the result of 
X-means execution returned p=k=4. 

Figure 4, presents the general behavior of all dataset pollutants. On the diagonal, the 
plot presents the data distribution. In the lower part of the diagonal, the plot presents the 
data dispersion. At the top of the diagonal, the plot presents the correlation values. 

 
Figure 4: Model 1- Pollutants correlations matrix 

 
 In model 1, we also seek to identify the most relevant pollutant. For that, it is 

necessary to know the incidence among pollutants. Table 4 shows the incidence among air 
pollutants. 

Table 4: Model 1 –incidence between pollutants 

Pollutant Weight 

O3 1.000 

NO2 0.323 

CO 0.178 

SO2 0.103 

PM2.5 0.000 

 
According to Table 4, O3 was the most relevant pollutant in Cuenca city. This means 

that the O3 pollutant had greater repercussion on other pollutants. No pollutant had an 
incidence on PM2.5 In model 2, the p-value was used as the K parameter to improve the 
K-mean efficiency (Kingsy et al., 2016). Once applied the K-means algorithm, we selected 
the biggest cluster and followed the suggestion of the approach in modelling stage, Section 
III, we proceeded to analyze the correlation by Time Rolling Correlations. Our aim was to 
verify the continuous behavior among pollutants throughout the day. Thus, from the original 
dataset, we analyzed the correlations using Time Rolling Correlations between 60-time 
series where 1-time series is equivalent to 1 minute and Rolling (moving) it by 10 series. 
Finally, we show a row per pollutants correlation and time. Table 5, show a summary of the 
correlation matrix among pollutants at the beginning of a day. 
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Table 5: Model 2 – Correlation matrix by time rolling correlations. Star of the day 

 
 

Table 5 shows the behavior with the greatest variation among the correlations. Due 
to that a value in the correlations is more representative throughout the day; Table 5 reflects 
more significant data, than data in Figure 4. Moreover, these tables reflect that it is possible 
to obtain a better performance of K-means in comparison with results in Figure 4. 

On the other hand, in order to present the knowledge gained in a way that 
environmental managers or urban planners can use, we generate ten plots created by R 
software. Figures 5, 6 and, 7 are the most relevant plots. These figures show the pollutants 
dispersion through smoothed curves throughout the day. These figures are divided into two 
parts: (a) reflect the pollutants behavior and, (b) reflect the correlation between pollutants. 
In order to help to compare the correlations values, the first part of the figures (a) shows 
each pollutant behavior using Simple Moving. 

 

Figure 5: Experimental results NO2 - SO2 

From the results obtained, the evaluators highlighted that the approach returns 
information close to the reality of Cuenca. The evaluator team consisted in: An 
Environmental Management Specialist that correlated results generated in this study to the 
records officially published by the local air monitoring office in their yearly official 
publications. The Statistics Specialist that assessed and validated the statistical methods 
used and results obtained.  The information returned by the proposed approach was useful 
to support in the air quality evaluation in Cuenca. Therefore, we claim that the approach 
can be applied in urban areas with similar characteristics to Cuenca in the Andean region. 

 

TIME O3-NO2 O3-SO2 O3-CO O3-PM2.5 NO2-SO2 NO2-CO NO2-PM2.5 SO2-CO SO2-PM2.5 CO-PM2.5

00:00:00 -0.605 0.291 -0.392 -0.344 -0.092 0.497 0.345 0.291 -0.245 -0.151

00:10:00 -0.576 0.260 -0.394 -0.313 -0.083 0.497 0.329 0.307 -0.232 -0.107

00:20:00 -0.567 0.214 -0.371 -0.302 -0.104 0.464 0.299 0.320 -0.182 -0.073

00:30:00 -0.559 0.163 -0.344 -0.303 -0.144 0.443 0.319 0.315 -0.083 0.022

00:40:00 -0.580 0.085 -0.328 -0.312 -0.099 0.443 0.329 0.352 0.054 0.132

00:50:00 -0.582 0.042 -0.291 -0.278 -0.094 0.403 0.261 0.382 0.150 0.123

01:00:00 -0.572 0.062 -0.241 -0.196 -0.077 0.367 0.143 0.324 0.173 0.079

01:10:00 -0.583 0.086 -0.208 -0.127 -0.009 0.360 0.083 0.296 0.156 0.124

01:20:00 -0.600 0.129 -0.196 -0.038 0.030 0.347 0.031 0.250 0.101 0.182

01:30:00 -0.588 0.197 -0.171 0.023 0.069 0.295 0.009 0.189 0.035 0.231

01:40:00 -0.558 0.284 -0.116 0.099 0.059 0.200 -0.010 0.136 -0.027 0.265

01:50:00 -0.544 0.352 -0.070 0.158 0.040 0.106 -0.007 0.060 -0.069 0.325

02:00:00 -0.530 0.375 -0.046 0.205 0.030 0.054 0.005 0.033 -0.053 0.430
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Figure 6: Experimental results NO2 - PM2.5 

 
Figure 7: Experimental results O3 - NO2 

5. Conclusions and future work 
 
This paper presents an approach to discovery of knowledge in environmental 

management. The approach aim is to support environmental managers and urban planners 
in the decision-making process. The proposed approach allows identifying correlations and 
the incidence among five harmful air pollutants on the Andean region. Such correlations are 
analyzed in Time Moving Correlations.  The proposed approach is based mainly in X-means 
and K-means algorithms. We reported a comprehensible experimentation using a real 
dataset of monitoring station from Cuenca, Ecuador. 

In the evaluation, the K-means algorithm reflects a suitable processing time in the 
grouping task according to the used dataset size. As a mentioned in terms of efficiency 
(Accuracy and Time Execution) K-means Clustering algorithm presents its self as a good 
choice, similar results are presented in Doreswamy, Ghoneim, and Manjaunath (2015); 
Kingsy et al., (2016). 

 The algorithms and techniques applied were evaluated as positive to extract 
knowledge from urban areas. This corroborates the hypothesis raised: the application of 
data mining techniques helps identifying patterns of behavior among several air pollutants. 
However, additional processes are necessary in order to get complete information which 
effectively supports the decision making. Therefore, some limitations still need to be 
overcome. First, the proposed approach does not include other important variables in the 
air pollution analysis as precipitation or wind speed. Second, the approach does not return 
information about the causality of incidence. As future work, variables such as precipitation, 
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radiation direction, wind speed, temperature and, the humidity should be included. Also, we 
will seek to evaluate the approach in other cities in Ecuador. 
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